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Abstract
Sparse matrices conveniently store only non-zero values of the matrix. This representation may greatly optimize storage and computation size, but typically prevents polyhedral analysis of the application due to the presence of indirect arrays. While specific strategies have been proposed to address this limitation, such as the Sparse Polyhedral Framework and Inspector/Executor approaches, we aim instead in this paper to partition the irregular computation into a union of regular (polyhedral) pieces which can then be optimized by off-the-shelf polyhedral compilers. This paper proposes to automatically analyze sparse matrix codes with irregular accesses and build a sequence of static control parts which reproduce the sparse matrix computation but using only affine loops and indices. Specifically, we focus on immutable sparse matrices, and develop a custom polyhedral trace compression technique to uncover regular pieces on the input sparse matrix. We illustrate how to build a “sparse” matrix-vector multiplication operation as a union of dense polyhedral subcomputations, and show experimental results for the Harwell-Boeing collection.
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1 Introduction
Sparse matrices lie at the core of many different types of applications ranging from data analysis to physics simulation. Their advantage is to allow a 2D indexing of each matrix element (as in a typical dense $N \times M$ matrix), but without actually using storage for elements which equals 0. This can greatly reduce the memory space required to store the useful data in memory compared to a $N \times M$ dense array, and improve performance by skipping operations on the zero elements of the matrix which would not contribute to the final result.

However the optimization of these codes is complex, as compressed representations of sparse matrices such as Compressed Sparse Rows (CSR) typically use arrays to store the coordinates of each non-zero element and another array to store the actual data, leading to indirect array accesses (e.g., $A[B[i]]$). As a result, computations operating on such sparse representation are non-polyhedral programs.

Strategies have been proposed to address this limitation, such as the Sparse Polyhedral Framework [12, 22, 23] and Inspector/Executor (I/E) approaches, e.g., [1, 4, 8, 16, 18] that allow to analyze and optimize important sparse computations using a modified polyhedral compilation framework [22]. However, these approaches do not attempt to exploit the possible regularity in the sparse computation. In the most extreme case, a sparse matrix may be made of only non-zero elements, and thus be totally equivalent to a dense matrix and the sparse computation could be equivalently replaced by a dense-matrix computation, which for many linear algebra operations would be a polyhedral program. That is, in such case, we could apply off-the-shelf polyhedral program optimization techniques, without resorting to sparse abstractions or I/E.

In this paper, we study the occurrence of regularity in sparse matrices, with the objective of capturing set(s) of non-zero coordinates as polyhedra. This enables off-the-shelf polyhedral computation on sparse matrices without resorting to any specific framework. We achieve this by employing a two-step approach where first the sparse matrix is analyzed and re-compressed in a polyhedral format at compile-time, followed by emitting a polyhedral program for the computation that is valid only if the sparsity structure does not change (i.e., which elements are non-zeros in the matrix does not change, the sparsity pattern is immutable).

Our approach builds on a powerful mechanism for affine reconstruction of traces [17], which takes a set of integer points as input and computes $\mathbb{Z}$-polyhedra that contain these points. By applying this reasoning on the non-zero coordinates of a given sparse matrix, we rebuild a polyhedral representation of it. A key challenge is to control the reconstruction algorithm, trading off dimensionality for number of pieces: what appears to be disjoint pieces in a 2D layout may be a single piece in a 3D (or more) space, as by raising dimensionality we can capture more complex patterns in a convex way, as shown in this paper.

We make the following contributions:

- We present a Sparse-to-Polyhedral compression technique which converts a given sparse matrix (in any format) into a union of polyhedra.
- We show how to use this polyhedral representation to generate affine-only implementation of (sparse immutable) matrix-vector product.
- We evaluate our approach on the 292 sparse matrices from the Harwell-Boeing suite in SuiteSparse Matrix Collection [9] and provide reconstruction statistics.
• We apply and evaluate our proposed flow on the SpMV computation, and study criteria for achieving improved performance with our approach.

The paper is organized as follows. Sec. 2 provides background and overview of the approach. Sec. 3 details the mechanisms for the automatic extraction of regular pieces from the irregular sparse matrix. Sec. 4 describes the synthesis of affine programs operating on the compressed matrix. Sec. 5 evaluates our approach on SpMV codes. Related work is discussed in Sec. 6 before concluding.

2 Background and Overview

Dense vs. sparse representation We illustrate our approach by focusing on computing $y = A \cdot x$, a matrix-vector product where the matrix $A$ is read-only, that is $A$ is immutable. $A$ is of size $N \times M$, the coordinate $(i,j)$ identifies the position of an element in $A$ with $0 \leq i < N, 0 \leq j < M$. When $A$ is a dense matrix, a computation will typically iterate over all values $(i,j)$. When $A$ is stored as a sparse matrix, only non-zero elements are stored and accessible, that is only a subset of coordinates $(i,j)$ in the $N \times M$ grid are represented. When there is a high amount of zero elements in a matrix (an extreme case being a diagonal matrix), significant storage space can be saved by modeling only non-zeros.

```
for (i = 0; i < n; ++i) {
    y[i] = 0;
for (j = pos[i]; j < pos[i+1]; ++j)
    S: y[i] += A.data[j] * x[cols[j]];
}
```

(a)

```
for (i = 0; i < 1000; ++i) {
    y[i] = 0;
for (j = 0; j < m; ++j)
    if (A.dense[i][j] != 0)
        S: y[i] += A.dense[i][j] * x[j];
}
```

(b)

Figure 1. Matrix-vector product

Fig. 1 shows two implementations of this operation: Fig. 1a shows a typical CSR implementation, using $A.data$ to store the non-zero data, and $pos$ and $cols$ arrays to compute/retrieve the coordinates $(i,j)$ associated to a non-zero element and its data value. Fig. 1b shows a similar implementation but using a classical dense representation, where we skip “useless” operations (multiplication by 0), it performs the same number of scalar operations as the CSR code. Using over-approximations [3] and/or uninterpreted functions [20] allow to build a polyhedral representation of these codes, however these approximations do not capture the exact set of non-zero elements of a given matrix and therefore the exact set of operations, as they only exploit static analysis information. Our objective in this work is to bridge this gap, by using compile-time “inspection” of the input sparse matrix, to generate polyhedral code that is specific to the non-zero elements of a given input matrix, in turn allowing exact polyhedral representation and optimization for this specific sparse matrix. An immediate consequence of our approach is that the code we generate is not valid for any sparse matrix but only for the (immutable) input one, in contrast to SPF and I/E techniques which are general to any input sparse matrix.

From sparse matrix to polyhedra Our approach works as follows. We take as input a matrix (there is no restriction on the input format) and scan it to output a trace of all the $(i,j)$ coordinates which are non-zero. We then attempt to rebuild as few polyhedra as possible to capture all points in this trace. In that sense, our problem has analogy with affine trace reconstruction [17] where the purpose is to rebuild a polyhedral representation of a sequence of addresses being accessed. Let us illustrate with a simple diagonal matrix where only elements $(i,i)$ (on the diagonal) are non-zero, where $N = M = 1000$. The polyhedron describing the non-zero elements is $D : [i,j] : 0 <= i < 1000 \land i = j$. Once $D$ is built, the set of $(i,j)$ values to operate on for this matrix is known. Provided an affine implementation of the equivalent dense operation (e.g., Fig. 1b minus the if in line 4) is available, by constraining the program iteration domain using $D$ we can create a conditional-free SCoP for this matrix, and optimize it with off-the-shelf tools. Fig. 2 shows the code specialized to this diagonal matrix, a purely polyhedral program.

```
for (i = 0; i < 1000; ++i) {
    y[i] = 0;
for (j = i; j <= i; ++j)
    S: y[i] += A.poly[i] * x[j];
}
```

Figure 2. Specialized matrix-vector product

Numerous difficulties arise with this approach. First, we must ensure it is always possible to recover the $(i,j)$ indexing to enable integration inside a polyhedral program, yet we do not want to constrain the reconstructed structure to be 2D: Fig. 2 uses a 1D array for example, which is sufficient to capture in a single domain all non-zero elements here. Second, we must control the number and complexity of the polyhedra being re-built to describe the sparse matrix. An extreme case where each non-zero is captured in a single polyhedron (one point in it) is always possible, yet would be practically useless. There is a trade-off between the complexity of such polyhedra (and therefore the complexity of the polyhedral representation of the input addresses) and the number of these polyhedra (and therefore the number of fragments to process).
the code scanning them to be generated by CLooG [2] here) versus the overhead of indirect array accesses in the original sparse representation.

Specifically, we build on the affine Trace Reconstruction Engine (TRE) [17] and modify it to consider the above trade-off by controlling the dimensionality and size of polyhedra reconstructed, while preserving the ability to perform \((i,j)\) indexing. This tool employs an algebraic approach which, taking as input the trace of memory addresses accessed by a single memory reference, synthesizes an affine loop with a single perfectly nested reference that generates the original trace. The tool has been extended to: i) support the synthesis of unions of affine loops; ii) analyze several address streams in parallel, synthesizing multiple accesses inside a single loop; and iii) support the reconstruction of complex streams as a sequence of affine statements. The synthesis of affine codes from the traces of sparse computations is described in depth in Sec. 3.

**Proposed workflow** The end-to-end workflow we propose is as follows.

1. The user isolates a sparse matrix based computation of interest, such that (a) the sparse matrix are immutable; and (b) a dense-matrix version of the computation is known, and is a SCoP.

2. A trace of all non-zero coordinates is produced, by scanning the sparse matrix.

3. Affine trace reconstruction is run on the trace to build sets of polyhedra that model the non-zero coordinates.

4. The dense-matrix version of the code (i.e., which operates on all \(N \times M\) matrix elements) is restricted to only execute operations associated with a non-zero entry in the sparse matrix. In the case of SpMV as studied in this paper, as there is one "operation" per non-zero element, this simply amounts to scanning the rebuilt polyhedra.

5. The polyhedral representation of this matrix-specific program can then be optionally optimized by polyhedral compilers, or directly code-generated with CLooG.

We insist that our flow is specific to a particular sparse matrix, that is the code we generate is valid only for this matrix, which in addition must be sparse-immutable (its non-zero structure does not change). In that sense it is best suited for scenarios where the same large matrix is accessed many times (e.g., from within an iterative loop, as with PageRank).

### 3 Polyhedral Sparse Matrix Compression

In the following, we present our approach to creating a polyhedron-based description of a sparse matrix. To better illustrate the process along with how the computation is performed, we focus on the SpMV operation, as shown in Fig. 1a. Indeed, for matrix-vector product (assuming the output vector \(\vec{y}\) is set to 0 prior to it) there is a single statement performing the computation, and there is as many executions of the statement as there are non-zero in the sparse matrix. That is, the process of building polyhedra describing the sparse matrix is equivalent to building polyhedra describing subsets of the iteration domain that need to be executed. Sec. 4 discusses the more general case.

**Sparse compression as trace reconstruction** Consider the sequence of accesses in Fig. 3a, corresponding to executing the SpMV code in Fig. 1a using the matrix \(\text{HB/nos1}\) from the SuiteSparse Matrix Collection [9]\(^2\). A convenient feature of SpMV computation is that the \((i,j)\) coordinates of each non-zero is explicitly built to access the vectors, in other words tracing the values of \(i\) and \(\text{cols}[j]\) gives exactly the \((i,j)\) coordinates at which non-zeros exist.

![Figure 3](image)

**Figure 3.** Different sparse matrices from the HB group of the SuiteSparse Matrix Collection. Fig. a) shows an excerpt of the accesses performed during SpMV of matrix \(\text{HB/nos1}\). The nonzero elements in this matrix are shown in Fig. b), and a zoom of its main diagonal is provided in Fig. c). This is a 237×237 matrix with 1,017 nonzero elements, and its SpMV affine equivalent code consists of a single statement inside an 8-dimensional loop. Fig. d) shows the nonzero elements in \(\text{HB/can_1072}\), a 1,072×1,072 matrix with 12,444 nonzero elements which does not exhibit any apparent regularity. Its SpMV affine equivalent code includes 870 statements of up to 8 dimensions.

As can be seen in Fig. 3b, all the nonzero elements lie nearby the main diagonal, and zooming on this diagonal in Fig. 3c, we can see upon closer inspection there is a recognizable sparsity pattern. An affine loop traversing all the non-zero positions of this matrix must use piecewise iteration domains, which are not easy to reason about, even by

\[\begin{align*}
\text{cols}[j] &= (A_{data}[j]) \\
\text{HB/can}_{1072} &= \begin{bmatrix}
0 & 0 & 0x00 \\
0 & 3 & 0x04 \\
1 & 1 & 0x08 \\
1 & 4 & 0x0C \\
1 & 5 & 0x10 \\
2 & 2 & 0x14 \\
2 & 4 & 0x18 \\
2 & 5 & 0x1C \\
3 & 0 & 0x20 \\
3 & 3 & 0x24 \\
3 & 6 & 0x28 \\
\end{bmatrix}
\]

\(\text{HB/can}_{1072}\) gives exactly the \((i,j)\) coordinates at which non-zeros exist.
domain experts. Instead of following a manual approach, we designed a modified version of the Trace Reconstruction Engine (TRE) [17], an analysis tool that takes as input the sequence of memory addresses issued by an isolated memory reference and generates an affine loop with a single perfectly nested statement that produces the original access sequence. The tool works by iteratively analyzing each address \( a^k \) in the trace and building a projection vector \( \overrightarrow{v} \) and candidate iteration vectors \( \overrightarrow{t}^k \) such that: i) \( \overrightarrow{t}^k \) lexicographically follows \( \overrightarrow{t}^{k-1} \); and ii) addresses in the trace are matched, i.e., \( \overrightarrow{t}^k \cdot \overrightarrow{v} = a^k \).

The reader may refer to [17] for details about TRE. In a nutshell, it rebuilds a \( \mathbb{Z} \)-polyhedron (the intersection of a \( \mathbb{Z} \)-polyhedron \( D \) and an affine integer lattice \( F \) [10]) that captures a stream of addresses: both an iteration domain \( D \) and an affine multidimensional access function \( F \) from that domain to the trace element value are being built. But a fundamental aspect of this approach is that it may rebuild an iteration domain \( D \) of arbitrary dimensionality for the purpose of capturing seemingly “distant” points into a dense/-convex polyhedron. It only guarantees that it builds at the same time an access function that, when applied on each point in the rebuilt iteration domain, will produce exactly all addresses in the original trace. In this work, we have a supplementary constraint to handle: we must also for each point in this TRE-reconstructed iteration domain be able to produce the associated \( i \) and \( j \) value ((\( i, j \)) coordinate).

Our approach to handle this case is to extend the TRE tool as follows. The original TRE rebuilds \( (D_A, F_A) \), the reconstructed \( \mathbb{Z} \)-polyhedron for a single address stream of \( A \). We want instead as output \( (D_A, F_A, F_i, F_j) \) to be reconstructed, where \( F_i \) is the function that, when applied to any point in \( D_A \), provides the \( i \) coordinate of this point, conversely for \( F_j \) to obtain the \( (i, j) \) matrix coordinate for any element. We achieve this by modifying TRE to instead analyze three streams simultaneously, with the additional constraint that \( D \) is identical for all three streams, i.e., only the reconstructed \( F \) can be different for the three different streams. Precisely, the three streams correspond to building \( F_A, F_i \) and \( F_j \) each being a stream of scalar values. For each non-zero element, the trace entry has three components: the address \( A_{\text{data}}[j] \) being accessed, the value of \( i \), and the value of \( \text{cols}[j] \). Note that by reconstructing \( F_A \) also, which captures the memory location of the data associated to a particular \( (i, j) \) coordinate, the polyhedral code can operate directly on the input sparse matrix representation (including, but not limited to, CSR). This means data does not need to be copied in a new location for the program to proceed, avoiding additional storage. Precisely, only \( A_{\text{data}} \) is needed, the \( \text{cols} \) and \( \text{pos} \) arrays are not used anymore after polyhedral compression.

Rebuilding simultaneously \( F_A, F_i \) and \( F_j \) in a \( \mathbb{Z} \)-polyhedron ensures we can always rebuild the \( (i, j) \) coordinates. One may observe that for SpMV, the evolution of the values of \( i \) and \( j \) is explicitly captured by the stream of addresses accessed for \( y \) and \( x \). The execution of the original SpMV code is instrumented and the sequence of accesses to arrays \( A, x \) and \( y \) is traced (see Fig. 3a), and used as input to the TRE.

**Extended TRE algorithm** The processing starts at the beginning of the trace, trying to model the trace elements using a single iteration domain. This may not be possible in the general case without using an intractably large number of dimensions [17]. For this reason, timeout mechanisms are included to halt the analysis when it does not achieve significant advances after a specified number of steps. In this case, a new statement \( T_i \) is generated using the largest loop found until the timeout. The reconstruction process continues trying to synthesize another statement \( T_j \) starting from trace position \((\#D^T_i + 1)\). The previous process repeats until the complete affine equivalent code is synthesized. Algorithm 1 shows a pseudocode of each step of the TRE. Essentially, the processing starts with an empty SCoP, and tries to enlarge it by sequentially adding points in the trace inside the add_i_tera call in line 14: in line 2 all the indices lexicographically following the most recent one are generated, while the loop in line 3 checks whether each of the generated indices explains the next value \( \overrightarrow{t}^k \) in the trace. A list of candidate SCoPs is maintained and sorted by fitness heuristics. Whenever a solution cannot be found building over the best ranked candidate, control will return to the TRE function, which will retrieve the best ranked candidate in line 11, increase its dimensionality to incorporate one new point to the SCoP, and continue processing it.

The TRE was extended in two different ways. First, in order to reconstruct general piecewise-affine domains we had to support more complex bounds matrices. In its original form, TRE employs a square bounds matrix \( U \in \mathbb{Z}^{D \times D} \) with \( D \) the number of dimensions of the loop. Each row \( j \) encodes an affine upper bound of the form \( i_j \leq u_{ij}(i_1, \ldots, i_{j-1}) \). Only upper bounds faces were explicitly encoded, implicitly using \( i_j \geq 0 \) for all loop indices. In the extended version lower bounds faces are explicit and general, i.e., they encode \( i_j \geq l_j(i_1, \ldots, i_{j-1}) \). Furthermore, multiple bounds faces can be included at any loop level. As such, the new bounds matrix is not square, but \( U \in \mathbb{Z}^{F \times D} \), with \( F \) the number of faces of the iteration polyhedron.

The second extension aims at supporting the synthesis of several statements inside a loop. This is achieved using a rather simple structural extension of the basic algorithm. Instead of focusing on a single stream of addresses, several of them are analyzed in parallel. Line 3 in Algorithm 1 is changed so that an index is valid only if \( \overrightarrow{T_i} \cap \overrightarrow{C} = \overrightarrow{d}^k \), where now \( \overrightarrow{d}^k \) is not a single address but a tuple containing the addresses issued in the same iteration for all the streams being analyzed, and each column in matrix \( C \) contains the access functions for each of the analyzed streams.

**Complexity trade-offs** It is theoretically always possible to rebuild a set of integer points as a union of polyhedra, in the worst case using polyhedra of only one point each. In
4 Generating Optimized Programs

We now discuss how the end-to-end program is generated, first specifically for the experiments presented in this paper, and then for more general cases.

Generating affine-SpMV programs As noted in Sec. 3, the matrix-vector product operation has the convenient property of executing exactly one statement instance for each non-zero entry. That is, scanning the set of polyhedra that model the input matrix do correspond exactly to scanning the “actual” iteration domain of the SpMV computation. We perform extensive evaluation in Sec. 5 of such SpMV re-generation, using the following process:

1. Sets of \( \mathcal{Z} \)-polyhedra modeling the non-zero of the input sparse matrix are reconstructed, as per Sec. 3.
2. A SCOP (in scoplib format) is created by creating a polyhedral statement for each piece, using its polyhedron domain as the corresponding statement iteration domain in the SCOP. For each, a statement text (in C) is defined, using the access functions reconstructed to emit \( y[\ldots] += A_{poly}[\ldots] \times x[\ldots] \) where \( . \) is adequately replaced by the expression to compute \( i \), the position of the data in the compressed array, and \( j \).
3. This SCOP is then generated as a C program using the PoCC compiler [15], using CLoog’s code generation. As all operations are parallel in this specific case, we do not specify a full schedule and instead let CLoog generate the C code scanning all domains using its own heuristics.

Potential extensions Although we limit in this paper to the study of SpMV computations, our approach can potentially be applied to a variety of computations which have a “dense array” equivalent to the considered sparse computation. Precisely, we require the user to provide the SCOP of the program for the dense version of the kernel of interest, i.e., which computes the same mathematical function and iterates on all \( N \times M (i, j) \) elements of the matrix. However a caveat is that for seamless integration by intersecting the program’s iteration domain with the union of pieces reconstructed to restrict the program to only operating on the non-zero elements, we must recognize in the SCOP which loop iterators correspond to indexing the \( (i, j) \) elements. For typical linear algebra computations these iterators are usually explicit, but this may require more complex matching algorithms for general affine programs. In addition, we mention this is not a “simple intersection” of domains: we need to use the \( F_i, F_j \) reconstructed access functions to build the constraints on the SCOP iteration domain, as \( D_A \) may be of arbitrary dimensionality and cannot be intersected as-is with the SCOP’s iteration domain.

Using off-the-shelf polyhedral compilers Once a SCOP is built as depicted above and properly adjusted to only execute the relevant operations, it can then be processed by typical polyhedral compilers such as Pluto [5] or PPCG [24].
for example. Typical optimizations for data locality, parallelism and vectorization can be applied.

But an important additional degree of freedom is that in many linear algebra computations there is a vast amount of parallelism available. To an extreme, allowing associative reordering, for matrix-vector product all pointwise operations can be executed in any order. This implies that the order in which polyhedra are scanned does not impact semantics, in turn suggesting that the order in which points in the trace are read will not impact the semantics of, e.g., affine-SpMV codes. By changing the order in which points are processed by TRE we may influence (reduce) the dimensionality of the reconstructed polyhedron. Although we did not exploit this degree of freedom in this paper, it is an important component of our future work.

5 Experimental results

The approach for SpMV described previously has been applied to all the matrices in the Harwell-Boeing matrix repository (the HB group of the Suitesparse Matrix Collection). During the reconstruction process, we periodically check whether more than 1,000 pieces are expected to be generated. In this case, the synthesis process is halted and the matrix in question skipped, as we estimate that more than 1,000 pieces (that is, more than 1,000 statements\(^3\) in the final SpMV code) is mostly impractical for current polyhedral compilers such as PoCC. Out of the 292 matrices, 235 are reconstructed using at most 1,000 statements. Figure 4 shows the histogram of the number of statements in the generated SCoPs over all 235 reconstructed matrices. Reconstruction time is highly related with the number of generated statements: as we employ a timeout to stop exploring alternate branches for the compression (i.e., trading off number of pieces versus maximal dimensionality), this timeout length drives the reconstruction time in our experiments. The time required per statement was approximately 15 seconds.

Table 2 details some reconstruction statistics about these matrices. Data is aggregated by the number of statements/pieces required. It shows how the complexity characteristics of the generated loops (the dimension and number of faces of the iteration polyhedron) are essentially invariant when the number of statements increases, which means that the reconstruction heuristics employed by TRE are inherently limiting the maximum complexity of the synthesized loops. The exception are matrices which exhibit a high degree of structural regularity, and can then be reconstructed using a small number of statements. In these cases we observe how the synthesized loops are structurally simpler, and at the same time have much larger iteration domains. Note that the parameters which control maximum complexity could be changed in the TRE, leading to SCoPs with a larger number of simpler statements, or a smaller number of more complex ones.

Table 2. Statistics for the Harwell-Boeing collection. Data is quantized by the number of statements in each affine-SpMV SCoP (see Fig. 4). The table shows the geometric mean of the number of dimensions of the iteration polyhedron (loop depth), the number of nonzeros of the original matrices (nnz), the number of statements necessary for the reconstruction (stmts), the number of iterations of the inner loop of each statement (iters), and the number of matrices belonging to each category (count).

<table>
<thead>
<tr>
<th>category</th>
<th>dims</th>
<th>nnz</th>
<th>stmts</th>
<th>iters</th>
<th>count</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0, 5]</td>
<td>2.47</td>
<td>699.56</td>
<td>1.43</td>
<td>489.42</td>
<td>32</td>
</tr>
<tr>
<td>(5, 20]</td>
<td>6.39</td>
<td>631.72</td>
<td>11.42</td>
<td>55.29</td>
<td>22</td>
</tr>
<tr>
<td>(20, 100]</td>
<td>6.32</td>
<td>1524.51</td>
<td>49.55</td>
<td>30.77</td>
<td>67</td>
</tr>
<tr>
<td>(100, 200]</td>
<td>6.29</td>
<td>3560.80</td>
<td>137.73</td>
<td>25.85</td>
<td>48</td>
</tr>
<tr>
<td>(200, 400]</td>
<td>6.31</td>
<td>7202.05</td>
<td>293.90</td>
<td>24.51</td>
<td>45</td>
</tr>
<tr>
<td>(400, 600]</td>
<td>6.40</td>
<td>8865.98</td>
<td>477.95</td>
<td>18.55</td>
<td>20</td>
</tr>
<tr>
<td>(600, 800]</td>
<td>6.16</td>
<td>17984.74</td>
<td>687.62</td>
<td>26.16</td>
<td>10</td>
</tr>
</tbody>
</table>

5.1 Performance of optimized codes

We use PoCC 1.4.1 \([15]\) to compile the generated SCoPs to C code. The compilation chain is mostly limited to code generation (CLooG), but we use AST post-processing in PoCC to simplify and hoist loop bounds, and loop unrolling. Not all the generated SCoPs can be handled by this toolchain: only 179 out of the total 235 are converted to C code. In the remaining 56 cases, CLooG exhausts the 64 GB of available

\(^3\)In this section we use interchangeably the words “piece” and “statement” as the affine-SpMV code is generated by scanning the pieces, leading to one statement per piece.
RAM and is killed. SCoPs with up to approximately 500 statements can be handled in our experiments, which motivates the previous decision to interrupt the synthesis process for matrices requiring more than 1,000 statements.

GNU GCC 7.2.0 is used to compile the generated codes using -O3, which includes automatic vectorization. The benchmarks are executed on an Intel Core i7 4790 (Haswell). We run both irregular and affine versions of the 179 different input matrices. Executions are instrumented using hardware counters through PAPI [13]. Each sparse matrix-vector multiplication is performed 1,000 times and the aggregated counter values are reported. We measured performance improvements from 0.10x (i.e., a 10x slowdown) to 6.17x, with an average improvement of 1.38x. After broadly analyzing the impact of different factors, we find the increase in executed instructions count to be the most performance-impacting one. Figure 5 shows the relationship between normalized instruction count and speedup. There is a clear inverse logarithmic relationship between both, and we can broadly divide our matrices into four different categories. We further analyze the reasons for the obtained performance by singling out a few representative benchmarks for each of the three regions with data points (note that no benchmarks achieve better performance than their irregular counterparts when they execute more instructions, so one of the original four regions is empty). A graphical summary of the most relevant performance counters is given in Fig. 6. The performance counter values for the irregular kernels are given in Table 3.

Let us consider first the lower right corner of Fig. 5, containing benchmarks in which instruction count increases and performance decreases. This region includes 40 benchmarks. HB/nos1 appears in the far right extreme of that region. This benchmark is a perfect example of a class in which loop-related instructions (integer additions, comparisons, the multiplications used in affine access functions, branches) significantly increase the total instruction count of the application. Even memory access increases due to register pressure. This usually happens when the original, irregular 2-level loop is replaced by a more complex dense one. For HB/nos1, the affine-SpMV code contains a single statement, but enclosed into an 8-dimensional loop. The L1 cache accesses increase by 9, branch instructions by 7, and other instructions (integer additions, subtractions, multiplications, comparisons, etc. supporting loop control flow) increase by 13. As a result, the code is much slower simply because many more computations need to be carried out, even if cache behavior is excellent (both L1 data and instruction misses are below 0.00001%).

In the lower left corner of Fig. 5 we find benchmarks which execute less instructions than the original irregular code, but still cannot achieve performance improvements, including 19 benchmarks. A paramount example of this class of codes is HB/jagmesh1. In this case, the instruction count decreases...
significantly, as the affine-SpMV version executes 30M instructions vs. the 51M instructions of the irregular code. Some of the performance counters for this matrix clearly improve: the number of executed branches significantly decreases (0.6M vs 8.1M), as do branch mispredictions (which are anecdotal in both code versions). However, the number of stalled cycles increases by a factor of 5. The culprit seems to be cache behavior: L1 data misses are increased by 29, and instruction misses go from just 40 to 1.5M. The explanation in this case is in the code generated by CLooG: it translates the original 285 statements in the SCoP to a single monolithic outer loop with only two iterations, containing the original accesses in an almost completely unrolled fashion. While this avoids the increase in instruction count observed for HB/nos1, it increases the code size by 16.

On the upper left section of Fig. 5 we find benchmarks which execute less instructions than their irregular counterparts, and do so faster. These include the remaining 120 benchmarks. The reasons for success in this region are varied. Extreme cases correspond to completely regular matrices, such as diagonal matrices or matrices with no zeros. These can be traversed using a single 1-dimensional statement. In the extreme case of HB/bcsstm09 the number of instructions decreases by a factor of 10, and we also observe significant reductions in the number of branches and data accesses. Furthermore, 100% of the floating point instructions are vectorized. The final speedup is 6.17. This matrix contains 1,083 nonzero elements. Other similar diagonal but much larger matrices, such as HB/bcsstm25 with 15,439 nonzeros, also achieve notable speedups for the same reasons (1.94 in this particular example). The reason for the slower performance in this case is the difference in memory footprints: in the smallest case it is only of 25kB, fitting L1, whereas in the largest one it goes up to 361 kB, which makes temporal locality across the 1,000 repetitions of the SpMV operation be exploited through the L2/L3 caches.

Finally, we draw the attention towards more modest performance improvements. In these cases, the reasons for success are varied, and the result of different tradeoffs in instruction count, memory footprint, and runtime improvements. Consider the case of HB/685_bus. The code ends largely unrolled by PoCC/CLooG, using half the number of total executed instructions. However, code size increases, and consequently worsens the behavior of the instruction cache. However, the total number of data memory access is decreased, as is the number of branch mispredictions, for a total improvement of 1.29x.

6 Related Work

Sparse codes characteristically exhibit irregular access patterns to one or more arrays that prevent static code analysis and optimization. Their prevalence in scientific computing, and in particular using distributed-memory clusters lead to the design of inspector/executor (I/E) approaches pioneered by Saltz et al. [18]. They developed runtime infrastructure for distributed memory parallelization of irregular applications [14, 18, 19]. These were augmented with compiler approaches that automatically generated parallel code [1, 8, 25], Ravishankar et al. exploit run-time regularity to produce polyhedrally-optimizable executor code in specific cases [16]. Sukumaran-Rajam and Clauss [21] also detect run-time regularity using linear interpolation and regression models, selecting optimizations in a speculative fashion. However none of this approaches allow to customize the program at compile-time to the specifics of the input sparse matrix, instead generating code that is always-correct whatever the input sparse matrix.

The Sparse Polyhedral Framework [12, 20, 23] provides a unified framework to express affine and irregular parts of the code by representing indirection array access using uninterpreted function symbols. In essence this amounts to an (over-)approximation of the non-polyhedral program into a polyhedral one, which is perfect for the purpose of generating automatically at compile-time I/E code. Still, the same advantages and limitations occur: the generated code will be valid for any input sparse matrix, but will not exploit opportunities to customize the optimization to a specific input matrix.

The Trace Reconstruction Engine (TRE) [17] used in this paper uses an algebraic approach to synthesize an affine statement with a single perfectly nested reference which produces a sequence of integers provided as input. The tool works by analyzing the elements in the input sequentially by progressively refining an initial 1-dimensional affine statement, incorporating more elements of the input each time, until a full match is obtained. The tools works by finding all the possible solutions to the linear equation systems which
describe the iteration polyhedron and its projection on the input sequence. The tool can be used to analyze memory address streams, but also sequences of integer indices as we have done in this paper. The TRE has been recently improved to support the synthesis of piecewise-affine domains (i.e., loops using min/max of affine functions in their lower/upper bounds). 4

Claus et al. [7] characterized program behavior using polynomial piecewise periodic and linear interpolations separated into adjacent program phases to reduce function complexity. The model can be recursively applied, interpreting coefficients of the periodic interpolation as traces in themselves. Claus and Kenmei [6] introduced polyhedra to graphically represent the program memory behavior (including cache misses) and facilitate its understanding. Ketterlin and Claus [11] proposed a method for trace prediction and compression based on representing memory traces as sequences of nested loops with affine bounds and subscripts. Such an approach could also be used in place of TRE, but we note that rebuilding multi-statements or their schedule [11] is not needed in our present work.

7 Conclusion
Sparse matrices conveniently store only non-zero values of the matrix. This representation may greatly optimize storage and computation size, but typically prevents polyhedral analysis of the application due to the presence of indirect arrays. This paper introduces our approach to generate polyhedral-friendly code specialized to a given input sparse matrix, by employing affine trace reconstruction algorithms to discover regularity in the set of non-zero coordinates.

Specifically, we focus on immutable sparse matrices, and we illustrate how to build an "affine-SpMV" matrix-vector multiplication operation as a union of dense polyhedral subcomputations. Experimental results highlight the potential for performance improvements but also performance degradation using our technique, as the performance is highly dependent on the number, dimensionality and size of the polyhedral pieces describing sets of non-zero coordinates.
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